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Hype Cycle for Artificial Intelligence, 2025

Plateau will be reached: (O = 2 yrs., )(D 2-5yrs. )(I 5-10 'grrs.) (z_\. =10 yrs.)

-
Foundation Models
Synthetic Data
]
g -
= ’ Edge Al
T Generative Al
L
5
-
Innovation (&) Peak of Inflated (O Trough of (O Slope of &
Trigger Expectations Disillusionment Enlightenment

TIME
Source: Gartner
© 2025 Gartner, Inc. and/or its affiliates. All rights reserved. CTMKT_3823654

As of June 2025

Plateau of @
Productivity

Gartner



Google Scholar

Articles

Any time

Since 2025
Since 2024
Since 2021
Custom range...

Sort by relevance
Sort by date

Any type
Review articles

include patents
v/ include citations

Create alert

LLM DNS n

About 4.850 results (0,09 sec)

Extremal Testing for Network Software using LLMs

R Singha, H Qian, S Saikrishnan, T Zhao... - arXiv preprint arXiv ..., 2025 - arxiv.org

... This is because this research is in a context where: a) the LLM does not understand the intent
of the particular software being tested (unlike in our case for say DNS or HTTP); and b) the ...
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Fine-tuning Large Language Models for DGA and DNS Exfiltration Detection
MA Sayed, A Rahman, C Kiekintveld... - 2024 Annual ..., 2024 - ieeexplore.ieee.org
... LLMs for detecting DGAs and DNS exfiltration attacks. We developed LLM models and

LLM + DNS

™) Rule-Based eXplainable Autoencoder for DNS Tunneling Detection
G De Bernardi, GB Gaggero, F Patrone, S Zappatore... - Computers, 2025 - mdpi.com

... Machine (LLM). The main contribution of this paper is a method for detecting DNS tunneling
... of rules by using DT and LLM, we consider three different scenarios as outlined in Figure 4. ...
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AgentDNS: A Root Domain Naming System for LLM Agents

E Cui, Y Cheng, R She, D Liu, Z Liang, M Guo... - arXiv preprint arXiv ..., 2025 - arxiv.org

... While DNS effectively decouples human-readable names from machine-level addressing, ...
LLM agents require autonomous service discovery and interoperability. Traditional DNS lacks ...
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Poster: DoHunter: A feature fusion-based LLM for DoH tunnel detection
J Diao, S Zhao, J Xie, R Xie, G Shi - Proceedings of the 2024 on ACM ..., 2024 - dl.acm.org
... DNS over HTTPS (DoH) reduces the risk of privacy leakage of DNS queries, but it also ...

context comprehension of Large Language Model (LLM) and incorporates expert features to ...
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LLM-Assisted PRotocol Attack Discovery

Step-1: Attack Idea Investigation Step-2: Attack Configuration Generation Step-3: Testing
TR T PP PR T ST TIs :
" Responee: Zone File :
1 0 i
Response: ' <I>| Attack zone Tiﬁ;:g :
Prompt: Attack Ideas @ : S file script TR '
: Modify <> :
the zone '
An example ' , rJa '
DNS DDoS ' e LM 0 Correct\ yes /-, "0" \Yes bAl
aftack script = ttack Zone e Test 1
Output-1 for the Repeat \ File ? Syntax 7/ |Output-2
' Attack attack n times ' oL Attack !
Find a new req. Prompt: No Zone -O‘
DDoS P . S :
1Elaborate ona } Initial DNS eIrors

selected idea

2
zone file a
script

[1] Aygun, R. Can, Yehuda Afek, Anat Bremler-Barr, and Leonard Kleinrock.
“LAPRAD: LLM-Assisted Protocol Attack Discovery,” IFIP Networking IOCRCI Workshop



LLMs for DGA Detection

= Transformer-Based Models

= BERT-Based Models

A

Figure 6: Distribution of LLM model families applied to DGA detection

» Text-to-Text Transformers

Hybrid Models

= Specialized and Scalable
Models

[2] Algahtani, Hamed, and Gulshan Kumar. “Large Language Models for Effective Detection of Algorithmically Generated
Domains: A Comprehensive Review.” Computer Modeling in Engineering & Sciences 144, no. 2 (2025): 1439.

Table 2: Taxonomy of LLM families for DGA detection with performance and deployment metrics

Model family  Representative Key strengths Limitations Accuracy FPR  AUC Latency
models
Transformer- ~ GPT-2, GPT-3, Autoregressive High compute cost, 94%-96% 3%-5% 0.89-  High
based LLaMA, learning, strong not suitable for 0.92
models RoGPT sequence modeling, real-time edge
zero-shot capabilities deployment
BERT-based BERT, Bidirectional token Requires 92%-97% 2%-4% 0.90- Medium
models RoBERTa, understanding, high task-specific 0.94
DomURLs- recall on dictionary retraining,
BERT DGAs, fine-tunable moderately scalable
Text-to-text T5, T5- Few/zero-shot Larger model size,  84%-93% 3%-6% 0.85- Medium-
transformers Contrastive performance, slower inference 090  High
Label explainable outputs,  than encoder-only
Generation  flexible text generation models
(CLG), XLNet
Hybrid Word2Vec + Multiscale features, Lower semantic ~ 89%-94% 2%-4% 0.87-  Low
embedding LSTM, BPBZ, compact for edge, depth, precision 0.91
models ELMo supports degradation on
limited-resource novel DGAs
deployments
Specialized & ERNIE, Scalable, multilingual, High 92%-95%  3%-5%  0.88- High
scalable LLMs ~ Megatron-LM, high-capacity for training/inference 0.91
Turing-NLG  cross-domain detection cost, not

edge-compatible
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External Testing for Network Software using LLMs
B. Athang H. Gujlabrichan - Tjahok - st-ajanshansen - Tukeb -+, 2020 + ppriv.oww.crg
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Fine-tuning Large Language Models for DGA and DNS Extilization Detection

LLM + DNS

IMTUAI Ruie Based eXplainable Autoencorder for DNIS Tunnelingj Detection
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I DNS for LLMs: Why DNS is a good input?

v Symbolic and text-based: naturally fits LLM tokenization



for Why DNS is a good input?

v’ Human-readable, structurally complex



I DNS for LLMs: Why DNS is a good input?

v/ Real-world attack surface with diverse threats



I DNS for LLMs: Why DNS is a good input?

v Benchmark for structured reasoning



I LLMs for DNS: Why LLMs are good for DNS?

v, Semantic / context detection



I LLMs for DNS: Why LLMs are good for DNS?

v' Prompt-based Zero / Few-shot generalization



I LLMs for DNS: Why LLMs are good for DNS?

v Explainability via natural language



I LLMs for DNS: Why LLMs are good for DNS?

v’ Actionable response generation



I LLMs vs. Traditional Methods
m Traditional ML/Statistical Approach

LLM-based Approach

Inout Hand-crafted features, Raw/semi-structured DNS
npt flow statsistics sequences + features
Adabtabili Strong in-domain; Prompt-based zero/few-shot;

aptability Weaker on novel attacks adapts with minimal training
L Limited Natural-language explanations,
SplEly (scores, feature weights) Human-readable reasoning
Attack Good for volumetric Broader: flooding, amplification,
Coverage & known patterns semantic abuses, policy misuses
Efficient but brittle Higher cost/latency,
Weakness

to unseen variants adversarial risks




I LLMs for DNS: How Can LLMs be effectively used?

Let's Hmm... Try this . .
simulate a entropy too bypass string.. Create Synthetic DNS Attack Traffic
flood! low y
o) Detect and Explain DNS Attack Traffic
Generator Detector LM Deceiver LLM Confuse Detector with Adversarial Traffic

LLM



I LLMs for DNS: How Can LLMs be effectively used?

Let's
ont
Hmm... ;
entropy too
low. %ﬁ’
‘ Generator . .
000» LM Detect and Explain DNS Attack Traffic

Detector LLM

,5 Try this
bypass string..

Deceiver LLM



I DNS Abuse Taxonomy

DNS as tool or target for DD0oS v Flooding

#—» —
& =4 =

Attacker Resolver Authoritative

v
server /

% \/ Subversion
v

Reflection / Amplification

Redirection

Victim

DNSSEC Abuse



I DNS Abuse Taxonomy

Flooding Sending excessive DNS queries Direct DDoS,
= to exhaust server resources Resource exhaustion
Reflection Exploiting resolvers to reflect P
/Amplification and amplify traffic toward a victim mpfitication LLJo
.. Manipulating DNS responses to Indirect DDoS,
Redirection . . .
SEHO redirect traffic (e.g., to a botnet controller) Traffic Manipulation
Sub . Compromising domain registration Indirect DDoS,
ubversion or zone control to manipulate traffic Traffic Manipulation
DNSSEC Abuse Abusing DNSSEC's large responses or Amplification DDoS,

misconfigurations to overwhelm systems Resource exhaustion



I DNS Abuse Taxonomy
_ Class | Subclass

Query Flooding
Response Flooding

NXDOMAIN Flooding

Flooding : .
- (slow drip, random subdomain)

Resolution Failure Flooding
(domain lock-up,
phantom subdomain)

IDNS
TsuNAME

Reflection
/Ampilification

Unchained
NXNS Attack
NRDelegation Attack
Loop Attack

Class__ | Subclass

Kaminsky Attack
DNS Cache Poisoning

Redirection SAD DNS
Domain Hijacking
Packet Interception
DNS Tunneling
DNS
Subversion Fast Flux
DGA (Malware C2 Infra)
DNSSEC Amplification
DNSSEC NSEC/NSEC3 Walking
Abuse

Bogus DNSSEC Data Injection
Algorithm Downgrade Attack



I DNS Abuse Taxonomy

Subclass
Query Flooding

Response Flooding

NXDOMAIN Flooding
(slow drip, random subdomain)

Flooding

Resolution Failure Flooding
(domain lock-up,
phantom subdomain)

iDNS
TsuNAME
Reflection Unchained
/Ampilification NXNS Attack
NRDelegation Attack
Loop Attack

Class__ | Subclass

Redirection

DNS
Subversion

DNSSEC
Abuse

Kaminsky Attack

DNS Cache Poisoning

SAD DNS
Domain Hijacking
Packet Interception
DNS Tunneling
Fast Flux
DGA (Malware C2 Infra)
DNSSEC Amplification
NSEC/NSEC3 Walking
Bogus DNSSEC Data Injection
Algorithm Downgrade Attack



I DNS Abuse Taxonomy

TABLE I

DNS ATTACKS: TECHNICAL AND DETECTION-ORIENTED VIEW.

Category Attack Name Key Characteristics Traffic Features Traffic LLM Deception
Generation Detectability Risk
Flooding Query Flooding High volume of queries query_ratet Easy High Low
i 1 < Lesoopee ot o Easy T—'ﬁﬂ\ Lo
NXDOMAIN Random/non-existent subdomains RCODE (3) _ratioft, Easy High Moderate
Flooding query_rate_and_entropyT,
unicque_gname_countT,
gname_dist_entropy_normt
TIZECT SERV AL RCODE (L2 2ro0 T, Tasy Tigh Moderate
FORMERR/REFUSED/NOTIMP retry_countT
Slow transmission of retry_count? Hard Low High
queries/responses to hold resolver
threads
Malformed/misleading responses retry_countT, Hard T e - -
disrupt flow 1:2022 ;; "]‘2 r45)T Redirection Kaminsky Attack TXID/port guessing for spoofed txid varietyf, Hard Low High
— ' . responses sro_port_varietyt,
empty_noerror_ratiof cquery burstT
Reflection/
Amplification H . i
e . o . Traffic LLM Deception [
Attack Name Key Characteristics Traffic Features . - . igh
Generation| Detectability Risk
Tigh
. Moderate
RCODE(3)_ratio *
. High
NXDOMAIN | Random/non-existent | query_rate_and_entropy * .
. 4 Easy High Moderate |,
Floodi : unique_gname_coun
ooding Subdomains :
gname_dist_entropy_norm 7 oderte
addr_gueries to_nsT, DNSSEC DNSSEC Signed-record queries — huge QTYPE={DNSKEY,RRSIG,DS},  Very easy Moderate— High
gﬁ;t;izr;;figsgi—pe r_qnamet, Abuse Amplification responses response_sizeft, High
NRDelegation Attack Deepnested delegation chains rt t:t ailj95 /p99t, Medium :Siiléﬁ?:? ;z;_ratlo‘[‘,
(complex recursive resolution) — retry_per_gnameT, 4 — de bi T ]
long tails timeout_ratiot, ‘nssec_ o_bit=l,
udp2tcp_fallback_ratet, i ) ip_fragment_count? .
delegation_hop_signals?, NSEC/NSEC3 Zone enumeration via proofs of nsec_record_countT, Medium Moderate Moderate
label_deptg_g rowt ht Walking non-existence nx_owner_sequenceT,
Loop Attack NS loop between zones flow_durationt, Medium NXDOMAINT
delegation_bouncet, Bogus DNSSEC Data  Invalid/bogus DNSSEC records validation_failf, Hard Moderate High
authority_cycle_lengtht, Injection — validation failure bogus_rrsigt
recursion_limit_exceededT, Algorithm Preference for weaker validation alg_mismatcht, Hard Low High

servfail_after_ktT

Downgrade Attack

algorithms

validation_path_weakness




DNS Abuse Detection WorkFlow

. Knowledge Base
From ‘ [ RAW (.pcap)] dns_attack taxonomy.json | (Protocol + Attack knowledge)

data B l - Class / SubClass
- Explanation

dns_extractor.py - Feature_Conditions

l - Example_Instance | e

DNS RFCs

collection

DNS Specification (202( -29)

"SubClass": "Query Flooding",
"Explanation”: "Can be detected by monitoring unusually high query rates and low source

entropy.",
6 "feature_conditions":
f 1 "feature": "query_rate", "condition": "very high (>1000 gps)" },
Com pUte_ ea-tu res- py 8 "feature": "src_entropy", "condition": "low (same source IP or narrow distribution)"

10 "éxample_lnstance":
. . 1 "query_rate": 1800,
dns_lIm_train.json R st 03

13 "query_name": "www.example.com",

cluster.py

14 "query_type": "A",

d ns_l |m_Va.| .json 15 "timestamp": 1735734412.123,

iIm_formatterpy —— input_text: prompt v

> target_text: .
structured JSON Gradio Web Ul

- J

@ train_t5.py |
predict_t5.py -

FLAN-T5 app_dns_t5.py L

Model — . P




| DNS Abuse Detection WorkFlow

Input Model

Input Model
FDNS Iogs/pcaps\ (Feature»promrh
- QNAME/QTYPE - RAG over playbooks
- RCODEs - few-shot + templates |
- query rate & intervals - rule+LLM fusion
+ QNAME entropy - anomaly scoring

- NXDOMAIN/SERVFAILL - calibration
LGeoIP/ASN VJ ;\/—J

(e
QoS

4l

Which LLM family/version?

Which datasets/features?
How you'll feed data?

Output

Output
(Alert type & score\

- rationale/explanation

« |OCs (lomains/IPs/ASNs)

- suggested
mitigations/queries

\ - confidence J
® )

What you want back?



I Input Models

- Benign traffic:

In put > OPENINTEL datasets (ground baseline)
e - Attack traffic:
("~ DNS logs/peaps > Open-source attack datasets
- QNAME/QTYPE
- RCODEs
- query rate &intervals
- QNAME entropy
« NXDOMAIN/SERVFAILL
tGeolP/ASN
L O V)

Which datasets/features?




Input Models

Synthetic DNS Attack Traffic Generation for Cyber
Threat Intelligence with LLM Augmentation

Input

Abstract—DNS abuse is a central component of CTI, as capture pcaps and structured logs (dnstap) and compute vali-

In put malicious domains and query behaviors are among the most dation metrics and detection features in reproducible scripts.
widely shared indicators of compromise. However, real DNS - Tool-based backbone (A hrower, dnssim, Unbound)
attack datasets remain scarce due to privacy and operational . . e A
(DNS Iogs/pcaps\ constraints, which hampers reproducible research and systematic - Aftack scenarios: Flooding, Amplification, Rad.lmctloq -
evaluation of detection methods. We introduce a framework FParameters: rate, QNAME entropy, QTYPE, TTL, delegation
- QNAME/QTYPE for synthetic DNS attack traffic generation, targeting key abuse depth - LLM augmentation: domain patterns, evasive variants
. RCODEs scenarios such as flooding, amplification, and redirection. The
- query rate &intervals
- QNAME entropy T ﬁ- G + LLM .
© NXDOMAIN/SERVFAIL - Irarfic Generators -augmentation

kGeolP/ASN ‘/

> Flamethrower
> Scapy, TRex, MoonGen

[
'Adversarial

Which datasets/features? SRlaiiic
3 Datasets




I Input Models

" (Er=
Input
QNAME/QTYPE

- RCODEs
- query rate &intervals
- QNAME entropy

- NXDOMAIN/SERVFAILL com pute_featu res.py

Sl P | STD_COLS (Local Features)

b
1
S~

g

Input

lim_formatter.py frame.time_epoch, ip.src, ipv6.src,

dns.flags.response, dns.qry.name, dns.resp.name,
dns.resp.ttl, dns.resp.len, dns.flags.rcode,
dns.count.answers, dns.count.add_rr,

Which datasets/features? udp.length, frame.len



I Input Models |
Outputs for DNS analysis

and LLM prompting:

nput g (oo
— l --mode packet
Input
(- ons ogs/pcaps dns_extractor.py Fine-grained per-packet context
- curory rate & nervals + file-level aggregates
- QNAME entropy
- NXDOMAIN/SERVFAILL compute_featu res.py
- GeolP/ASN
= ~ --mode window

llm_formatter.py
Sliding-window aggregaton over

--window seconds;
Which datasets/features? > Per-window features



I Input Models

InPUt [RAW (.pcap)]
Input l
(. DNE ogseeps dns_extractor.py
- QNAME/QTYPE
- RCODEs l
- query rate &intervals
- QNAME entropy
- NXDOMAIN/SERVFAILL compute_featu res.py

kGeolP/ASN I/
llm_formatter.py

Which datasets/features?

Converts ‘features.csv’ into JSONL
for TS training or inference prompts

--mode infer

Build/keep ‘input_text,’
append schema suffix, and write
all prompts to ‘out_val’

--mode train

Requires ‘label’;
performs safe train/val split
Use taxonomy to build ‘target_text’



| LLM Models

We need “ Classification + Explanation + Generation + ... "

Model
m Key Characteristics
Model

(- Feature—>prompt Decoder- GPT-  Strong at log/query generation
- G :Lan,:ﬁ;: ‘ | Family, Autoregressive: predicts next token sequentially
only LLaMA Less suitable for classification/detection tasks

« rule+LLM fusion
- anomaly scoring

- calibration ) Encoder- BERT- High accuracy in detection/classification
‘ only Family C.an.not generate outputs;
@ Limited explanatory power
ns T5 . . .
Encoder- —* Supports detection, explanation, and generation
Decoder BART, Larger parameter size / higher computational cost
Which LLM family/version? Ube

How you'll feed data?



LLM Models

Model ["translate English to German: That is good."

Model [ "cola sentence: The

course is jumping well.”
KFeatu re—> promph

- RAG over playbooks . _
. few-shot + templates | - stsb sentencel: The rhino grazed
. rule +LLM fusion on the grass. sentence2: A rhino
- anomaly scoring is grazing in a field."

\ - calibration /

‘ "summarize: state authorities
‘ o dispatched emergency crews tuesday to

survey the damage after an onslaught
5 of severe weather in mississippi.."

"Das ist gut."]

"not acceptable” ]

"six people hospitalized after
a storm in attala county."

T5: Text-to-Text Transfer Transformer



I LLM Models

Model

Model
(Feature»proma

- RAG over playbooks
- few-shot + templates
« rule+LLM fusion

- anomaly scoring

"
L
Which LLM family/version?

How you'll feed data?

)

FLAN-T5
Model

train_t5.py
\ - calibration ) PredlCt_t5Py

app_dns_t5.py

T5 Training & Inference Scripts

train_t5.py

Fine-tunes T5 on DNS prompts/targets
with robust metrics

Tokenizer/Model: AutoTokenizer,
AutoModelForSeq2SeqlLM

predict_t5.py

Batch-generated normalized single-line
JSON per input



| LLM Models

Model

Model
(Feature»proma

- RAG over playbooks
- few-shot + templates |
« rule+LLM fusion
- anomaly scoring

\ - calibration J

fﬁs

Which LLM family/version?

How you'll feed data?

T5-Base

Model

Self-attention

large
small

JSON token
sequence

a

12X
Encoder

o

Layer Normalization

(with no additive bias)

T

Feed-forward
Network

T

Layer Normalization
(with no additive bias)

T

Self-attention Layer

)

J

1

Input

4 |

o

Output

Softmax

T

Dense Layer

T

Layer Normalization
(with no additive bias)

T

Feed-forward
Network

T

Layer Normalization
(with no additive bias)

T

Self-attention Layer

J

Formmated DNS Log

12x
Decoder

f Cross-attention



I LLM Models

Model

Model
(Feature»proma

- RAG over playbooks
- few-shot + templates |
« rule+LLM fusion
- anomaly scoring

\ - calibration J

%’s

Which LLM family/version?

How you'll feed data?

- DNS attack taxonomy for LLM Inference:

1
2 "Flooding":
3 !
4 "SubClass": "Query Flooding",
5 "Explanation": "Can be detected by monitoring unusually high query rates and low source
entropy.",
[ "feature_condit i
7 {"feature": "query_rate", "condition": “very high (>1000 qps)" },
8 "feature": “src_entropy", "condition": "low (same source IP or narrow distribution)" }
10 exam ple_instance": {
11 "query_rate": 1800, d tt k
12 "src_entropy": 0.3, ns_a ac —
13 "query_name": "www.exampl 0
14 "query_type": "A", t
15 “timestamp": 1735734412,123, a'xon Omy-_]so n
16
17

- Knowledge base as RAG:
> Up-to-date data reasoning from RFCs
and attack reports

[QNAME]

I

Knowledge Base
search
& — kb_rfcs.json

— kb_attacks.json
retrieve



I Output Models

OUtpUt PCAP to Inference: End-to-End Demo
@ - Gradio Web Ul
Output FLAN-TS Summary Card (Gradio HTML):
f . AlSriype. seots | Model
-’ro;ltior::IZsz;anation ode = Class
g TN train_t5.py - Subclass
mitigations/queries pred|ct_t5py

- Explanation

- Mitigation
CSV (labelled):

per-row + final aggregated label

\ - confidence ) - SCO re

What you want back?



I Output Models

PCAP to Inference: End-to-End Demo

Output

@ - Grafana/Prometheus
Output FLAN-T5
(Alert type & SCOD Model Pro m eth €us.
- rationale/explanation .
 10Cs oo train_t5.py - exports/metrics (port: 9108);
- suggested —
mi?igations/queries P red |Ct_t5 Py

. confidence
;V_J Grafana Panels:

- dns_pipeline_seconds

app_dns_t5.py - dns_label ratio

- dns_final_score
What you want back? - dns_nxdomain_ratio ...



Future Work

v Datasets, Benchmarking
> Benchmark diverse DNS datasets
> Compare across model families (Traditional MLs vs. LLMs)

v Develop a Synthetic / Adversarial Traffic Framework

> Adversarial Robustness Testing
> Improve Trustworthiness

v Towards Operator-grade Deployment



Simple DEMO (3m)
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